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Abstract. We study the fluctuations of a stochastic epidemic model with memory of previous
infections, varying infectivity, and waning immunity, as introduced in [13]. The dynamics of the
epidemic model are described by a measure-valued process with respect to infection age and individual
traits. The Functional Law of Large Numbers (FLLN) is formulated as an integral equation, which
is solved by a deterministic measure. In this article, we establish the Functional Central Limit
Theorem (FCLT), capturing the fluctuations of the stochastic model around its deterministic limit.
The limit of the FCLT is given by a nonlinear stochastic integral equation which is solved by a
random signed-measure. We further derive the weak solution in the form of a stochastic partial
differential equation (SPDE) and propose an alternative representation of the FCLT, as fluctuations
in the average total force of infection and average susceptibility.

1. Introduction

The recent pandemic has shown the importance to continuous to improve epidemic models.
Usually scientist use compartmental model to capture the dynamic of epidemic. In particular, the
classical SIRS epidemic model, where S represents the compartment of susceptible individuals, I
denotes infected individuals and R corresponds to the recovered individuals, assumes that individuals
who leave compartment R become instantly fully susceptible again[3, 6]. This means that once
an individual has recovered, they remains fully immunized during some period, after which they
becomes immediately susceptible. In this model, we also assume that, individuals move from class
S to I at a constant rate called infectivity rate. After some period, they move to R and after
another period, they return to S. In the case of stochastic epidemic model, when the duration
in each compartment follows an exponential distribution, the model is said to be Markovian [3].
Additionally, we assume that, the population is homogeneous, meaning that, it does not take into
account inhomogeneities such as spatial type or social activity. The study of this model in large
population has been extensively conducted, demonstrating that the classical ordinary differential
equation (ODE) epidemic model can be seen as the limit of a Markov process. This result is known
as a Functional Law of Large numbers (FLLN)[3, 6].

In [21], Pang and Pardoux established the Functional Law of Large Numbers (FLLN) for the
SIRS epidemic model, considering an arbitrary distribution of the duration of sojourn in each
compartment while keeping the infectivity rate constant, making their model non-Markovian. Later,
in [8], together with Forien, they extended this result to the SIR epidemic model with a varying
infectivity rate. In their paper, they assumed that the infectivity of each individual is a random
function of the elapsed time since infection. In [22], they proposed a similar model, but with
an infectivity rate that depends on the age of infection. To study the fluctuations between the
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stochastic model and the results obtained from the FLLN, they also proved the Functional Central
Limit Theorems (FCLT) in [20, 23]. A spatial version of the model can be found in [15], while a
non-homogeneous model is discussed in [24]. Additionally, in [10], the authors proposed a similar
model based on a structured-age branching process, known as the Crump-Mode-Jagers process [5].

Recently, in [9], Forien, Pang, Pardoux, and Zotsa-Ngoufack established a Functional Law of
Large Numbers (FLLN) for a homogeneous stochastic epidemic model with varying infectivity,
which take account the gradual loss of immunity. The Central Limit Theorem (FCLT) was later
proved separately in [28] by Zotsa-Ngoufack. In addition to the assumption that the infectivity of
each individual is a random function, in their model they also assume that, the susceptibility of
each individual is a random function of the elapsed time since infection. In their framework, at
each new infection, a new pair of càdlàg random functions, independent of the previous ones, is
drawn to define the infectivity and susceptibility of the individual. This implies that they did not
consider the memory on the previous infection. Their model generalizes the deterministic model of
Kermack-McKendrick [16, 17, 18] and demonstrates that the Kermack-McKendrick model can be
viewed as the limit of a stochastic model. The proof of their FCLT was particularly challenging
due to the interactions and memory effects present in the system[28]. In [11], the authors extended
the model from [9] by incorporating vaccination policies. The model in [9] was non-Markovian and
posed significant analytical difficulties.

In [13], Guérin and Zotsa-Ngoufack extended the model in [9]. They introduced an age structure
and incorporated memory from previous infections into the stochastic model. In their formulation,
the infectivity and susceptibility functions are parametric, where a parameter referred to as the trait
describes the characteristics of the individual. Given a specific trait, the infectivity and susceptibility
functions become deterministic for that individual.

By incorporating an age structure into the epidemic model, the system becomes Markovian and
more analytically tractable, benefiting from the existing literature on measure-valued processes.
Specifically, for the FLLN, the authors established convergence results for the empirical measure
of infection age and individual traits. The age and trait process are described by a piecewise
deterministic Markov process (PDMP). To incorporate memory from previous infections, the
authors used a transition kernel defined over the space of individual traits.

In this article, we establish a FCLT for the model introduced in [13]. In contrast to [28] we
use Sobolev spaces to tackle the tightness of the fluctuation of the empirical measure around its
deterministic limit. We also see that adding the structure in the model, it becomes more easier to
analyze the interaction between individuals compared to the approach in [28]. However we still
introduce a process which counts the number of times of (re-)infection of each individual to tackle
the interactions. Unlike in [28, Assumption 2.4− 2.6], we do not impose additional assumption on
the infectivity and susceptibility functions. Instead, we assume that, the initial age of infection has
a bounded moment (Assumption 2.3). For tightness we apply Aldou’s criterion for Hilbert space
(see Definition A.1). We then deduce the proof of the FCLT by establishing that the limit of any
subsequence do not depend of the subsequence and we conclude by continuous mapping theorem.
The limit of this FCLT is given by a signed-measured which is a solution of a stochastic integral
equation (Theorem 2.6). If we assume that the signed-measure has a density, we derive from the
integral equation that the weak solution is given by a SPDE with Gaussian noise (Proposition 2.7).
Additionally, we obtain an alternative expression of this solution given by a system of a stochastic
Volterra equation driven by a two dimensional Gaussian process with a well known covariance
function (Proposition 2.9) and we deduce that, this result is similar to the result obtained in [28]
when we remove the memory (taking transition kernel equal to one).

The proof of this FCLT closely follows the approach used in [4, 25]. However, we obtain a more
general regularity result in Sobolev space compared to [25]. In comparaison to [4], we obtain the
same regularity in Sobolev spaces without assuming bounded initial ages. In fact, in [4] the author
assumes that the initial age is bounded, an assumption that is not realistic for epidemic model, as
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it would prevent to derive a classical epidemic model based on ODEs. In contrast to [4] we use a
conditional moment inequality to handle cases where the initial age is not bounded (Proposition 3.2).
Furthermore, the model in [4] is not an epidemic model; it incorporates only age-structure without
traits which are essential in our framework. The model introduced in [25] differs from the one
considered in this article, as it describes a reproduction model where the birth rate is independent
of the state of other individuals and the birth process is independent of the death process. On the
other hand, we do not assume that the equivalent to the birth rate is differentiable(see [27] for more
details).

Organization of the chapter. The rest of the paper is organized as follows. In Section 2, we
describe the model in Section 2.1 and we recall the FLLN from [13] in Section 2.2. Next, in
Section 2.3 we present the main results of this article. The proof of our main result is presented in
Section 3. More precisely, in Section 3.1 we establish tightness, next in Section 3.2 we characterize
the limit of subsequence and in Section 3.3 we establish our main result.
Notations. We denote by D(R+, E) the Skorohod space of càdlàg functions with values in a space
E. For a measured space (E,G, µ), L1(µ) is the set of integrable functions with respect to the
measure µ, and more generally Lp(µ) with p ∈ [1,∞] is the Lebesgue space with respect to the
measure µ. For any measurable function f , non-negative or in L1(µ), we denote ⟨µ, f⟩ =

∫
fdµ.

For a non-negative or integrable with respect to ν function f defined on (R+ ×Θ,B(R+)⊗H), we
define Eν [f(a)] =

∫
Θ f(a, θ)ν(dθ) for a ∈ R+.

2. Model and Results

2.1. Model description. We introduce a probability space (Θ,H, ν), with Θ ⊂ Rd and d ⩾ 1. Let
(λ(·, θ), γ(·, θ))θ∈Θ a family of deterministic non-negative functions defined on R+, where λ(a, θ)
and γ(a, θ) respectively model the infectivity and the susceptibility at age a of an individual with
parameter θ.

As in [13] we assume that (λ, γ) satisfy the following assumption.

Assumption 2.1. We assume that:

(1) There exists λ∗ > 0 such that for any (a, θ) ∈ R+ ×Θ, 0 ⩽ λ(a, θ) ⩽ λ∗.
(2) for any (a, θ) ∈ R+ ×Θ, 0 ⩽ γ(a, θ) ⩽ 1.

We consider a population of fixed size N . For k ∈ {1, . . . , N}, we denote by (aNk (t))t⩾0 the age

process and by θNk (t) the trait of the k-th individual at time t. We assume that (ak0, θ
k
0)1⩽k⩽N are

i.i.d random variables with distribution µ0 on R+ ×Θ modeling the initial age and parameter of
each individual.

Each time an individual is infected, its age jumps to 0 and a new parameter is randomly chosen.
The ages and parameters of the other individuals are not impacted. Between two infections, the
ages of all the individuals in the population increase linearly and their parameters remain constant.

We introduce a family of independent Poisson random measures (Qk)k⩾1 on R+ ×Θ× R+ with
intensity dzν(dθ)dt.

As in [13], we also introduce a memory kernel K : Θ×Θ → R+, satisfying the following.

Assumption 2.2. K is a nonnegative measurable function on Θ×Θ such that for any θ ∈ Θ ⊂ Rd,∫
Θ
K(θ, θ̃)ν(dθ̃) = 1. (2.1)
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Then the family (aNk , θ
N
k )1⩽k⩽N can be described as the solution of the following system of

stochastic differential equations,
aNk (t) = ak0 + t−

∫ t

0

∫
Θ

∫ ∞

0
aNk (s−)1

F
N
(s−)γN

k (s−)K(θNk (s−),θ̃)⩾z
Qk

(
dz, dθ̃,ds

)
θNk (t) = θk0 +

∫ t

0

∫
Θ

∫ ∞

0

(
θ̃ − θNk (s−)

)
1
F
N
(s−)γN

k (s−)K(θNk (s−),θ̃)⩾z
Qk

(
dz, dθ̃,ds

)
γNk (t) = γ(aNk (t), θNk (t)),

(2.2)

where the force of infection in the population is given by

F
N
(t) =

1

N

N∑
k=1

λ
(
aNk (t), θNk (t)

)
. (2.3)

We introduce the empirical measure µNt of ages and traits at time t ⩾ 0, defined by

µNt =
1

N

N∑
k=1

δ(aNk (t),θNk (t)). (2.4)

We easily note that

F
N
(t) = ⟨µNt , λ⟩.

We observe that individuals are in interaction through the force of infection of the disease in

the population. Indeed, the individual k gets (re)-infected at time t at rate F
N
(t)γNk (t) and if

it occurs, his age jumps to 0 and he is assigned a new parameter according to the distribution

K(θNk (t−), θ̃)ν(dθ̃). The family (ak, θk)1⩽k⩽N is a system of interacting piecewise deterministic
Markov processes on the Skorohod space D(R+,R+ ×Θ).

Note that we construct (aNk , θ
N
k )1⩽k⩽N by induction on the jumps times. Assumption 2.1 implies

that the rate of occurrence of new infection F
N
(t)γNk (t) is bounded almost surely by the constant

λ∗. Consequently the jump times do not accumulate, and the above induction defines (aNk (t), θNk (t)
for all t ⩾ 0.

2.2. Some known results. We recall the following Functional Large Law of Numbers (FLLN)
result from [13].

Theorem 2.1. Under Assumption 2.1 and Assumption 2.2, as N → ∞, µN converges to µ in
distribution to a measure µ ∈ D(R+;P(R+ ×Θ)), which is the unique solution of

⟨µt, ft⟩ = ⟨µ0, f0⟩+
∫ t

0
⟨µs, ∂afs + ∂sfs⟩ds+

∫ t

0
⟨µs, λ⟩⟨µs, Rfs⟩ds, (2.5)

for any bounded function f on R+ × R+ ×Θ, and of class C1 with respect to the first two variables,
where the operator R is given by,

Rf(a, θ) =

∫
Θ

(
f(0, θ̃)− f(a, θ)

)
γ(a, θ)K(θ, θ̃)ν(dθ̃). (2.6)

As noted in [13], when µ0 has a density u0 with respect to measure daν(dθ), the weak solution
µt of (2.5) also admits a density ut. Moreover, (ut)t⩾0 satisfies the following partial differential
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equation (PDE): for any (a, θ) ∈ R+ ×Θ,

∂tut(a, θ) + ∂aut(a, θ) = −F(t)γ(a, θ)ut(a, θ)

u(t, 0, θ) = F(t)

∫
R+×Θ

γ(a, θ̃)K(θ̃, θ)ut(a, θ̃)daν(dθ̃) (2.7)

u(0, a, θ) = u0(a, θ)

F(t) =

∫
R+×Θ

λ(a, θ)ut(a, θ)daν(dθ). (2.8)

We introduce the deterministic function

S(t, θ) :=

∫
R+×Θ

γ(a, θ̃)K(θ̃, θ)ut(a, θ̃)daν(dθ̃). (2.9)

Moreover, as mentioned again in [13], when K(θ, θ̃) = K(θ̃), Theorem 2.1 is identical to the FLLN
established in [9] when µ0 has a density.

Finally from [13] we have the following Remarks.

Remark 2.2. For each t ⩾ 0,F(t) ⩽ λ∗ and
∫
ΘS(t, θ)ν(dθ) ⩽ 1.

Remark 2.3. The solution µ of Equation (2.5) is the distribution of a pair of random processes
(a(t), θ(t))t⩾0 solution of the following stochastic differential system

a(t) = a0 + t−
∫ t

0

∫
Θ

∫ ∞

0
a(s−)1

F(s−)γ(s−)K(θ(s−),θ̃)⩾z
Q(dz,dθ̃,ds)

θ(t) = θ0 +

∫ t

0

∫
Θ

∫ ∞

0

(
θ̃ − θ(s−)

)
1
F(s−)γ(s−)K(θ(s−),θ̃)⩾z

Q(dz, dθ̃,ds)

γ(t) = γ(a(t), θ(t)),

where (a0, θ0) is a random variable with distribution µ0, F is defined by (2.8), and Q is a Poisson

measure on R+ ×Θ× R+ with intensity dzν(dθ̃)dt. They also note that F(t) = E [λ(a(t), θ(t))].

Note that Theorem 2.1 means that in large population, the dynamic of the epidemic becomes
deterministic.

2.3. Main Results. The purpose of this section is to establish a Functional Central Limit Theorem
(FCLT) for the fluctuation of the stochastic sequence around its deterministic limit. More precisely,
we define the following fluctuation process:

µ̂N =
√
N
(
µN − µ

)
,

and we want to find the limiting law of µ̂N .

Remark 2.4. By classical central limit theorem’s it follows that µ̂N0 converges to µ̂0 as N → ∞ to
a centered Gaussian variable such that for any regular function φ and ψ,

E [⟨µ̂0, φ⟩⟨µ̂0, ψ⟩] = Cov(φ(a0, θ0), ψ(a0, θ0)).

We start to recall the following results on weighted Sobolev spaces. We use this for tightness.



6 ARSENE BRICE ZOTSA NGOUFACK

2.3.1. Weighted Sobolev spaces. We assume that ν is absolutely continuous measure with respect to
the Lebesgue measure. We introduce the following Sobolev spaces. For any j ∈ N and α ∈ R+, let
us consider the space of all real function g defined on R+ ×Θ with partial derivative up to order j
such that,

∥g∥j,α =

 ∑
0⩽|β|⩽j

∫
R+×Θ

|Dβg(a, θ)|2

(1 + a2α)
daν(dθ)

 1
2

<∞,

where |β| = β0 + β1 + · · · + βd with β = (β0, β1, · · · , βd) and Dβg(a, θ) = ∂|β|g/∂aβ0∂θβ1
1 · · · ∂θβd

d .

Let Wj,α
0 be the closure of the set of functions of class C∞ with compact support on R+ ×Θ for the

norm ∥ · ∥j,α. Wj,α
0 is a Hilbert spaces with norm ∥ · ∥j,α. We denote by

(
W−j,α

0 , ∥ · ∥−j,α

)
its dual

space.
Note that

if k′ ⩾ k, then ∥ · ∥k,α ⩽ ∥ · ∥k′,α and ∥ · ∥−k′,α ⩽ ∥ · ∥−k,α

if α′ ⩾ α, then Wk,α
0 ↪→ Wk,α′

0 and W−k,α′

0 ↪→ W−k,α
0 .

Let Cj,α be the space of function g with continuous partial derivatives up to order j and such that
for all β ∈ Nd+1, |β| ⩽ j,

lim
a→∞

|Dβg(a, θ)|
1 + aα

= 0.

This space is normed with

∥g∥Cj,α =
∑

0⩽|β|⩽j

sup
(a,θ)∈R+×Θ

|Dβg(a, θ)|
1 + aα

.

We denote by
(
C−j,α, ∥ · ∥−j,α

)
its dual space.

We recall that Ck
b is the space of bounded function of class Ck with bounded derivatives of every

order less than k. Note that Ck
b = Ck,0 as normed space and we denote by C−k,

b its dual space. For

α > 1
2 , there exists C > 0 such that ∥ · ∥k,α ⩽ C∥ · ∥Ck

b
.

We recall the following Sobolev embedding ([25, Proposition 4.1.2] or [7, Section 2.1]):
We set

md :=

[
d+ 1

2

]
+ 1,

where [·] denoted the integer part.

• Wm+k,α
0 ↪→ Ck,α for m ⩾ md, k ⩾ 0 and α ∈ R+. i.e there exists C > 0 such that

∥ · ∥Ck,α ⩽ C∥ · ∥m+k,α. (2.10)

• Wm+k,α
0 ↪→H.S Wk,α+β

0 for m ⩾ md, k ⩾ 0, α ∈ R+ and β ⩾ md where H.S means that the
embedding is of Hilbert Schmidt type. Thus there exists C > 0 such that

∥ · ∥k,α+β ⩽ C∥ · ∥m+k,α. (2.11)

Consequently for m ⩾ md, k ⩾ 0, β ⩾ md, and α ∈ R+ the following embedding hold:

W−k,α+β
0 ↪→ W−(m+k),α

0 . (2.12)

We also have for α > 1
2 ,

W−k,α
0 ↪→ C−k

b (2.13)

We refer to [1] for more results on Sobolev spaces.
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2.3.2. Main results. Let α > 1
2 . We introduce the following definition.

Definition 2.5. We set W a continuous centered Gaussian process with values in Wmd+1,α with a
covariance function given for all φ, ψ ∈ Wmd+1,α

0 , by for t, t′ ∈ R+,

E [Wt(φt)Wt′(ψt)] =

∫ t∧t′

0
⟨µs, λ⟩⟨µs, R̃(φs, ψs)⟩ds (2.14)

where

R̃(φs, ψs)(a, θ) =

∫
Θ

(
φs(0, θ̃)− ϕs(a, θ)

)(
ψs(0, θ̃)− ψs(a, θ)

)
γ(a, θ)K(θ, θ̃)ν(dθ̃)

We make the following Assumption.

Assumption 2.3. (1) E
[
a2α0
]
<∞.

(2)
∫
Θ supθ∈ΘK(θ, θ̃)ν(dθ̃) <∞.

Note that, the exponential distribution satisfies Assumption 2.3-(1).
The following theorem is our main result.

Theorem 2.6. Under Assumption 2.1, Assumption 2.2 and Assumption 2.3, as N → ∞, µ̂N

converges to µ̂ in distribution in D(R+,W−(md+1),α
0 ), for any α > 1

2 , where µ̂ is a continuous weak
solution of

⟨µ̂t, φt⟩ = ⟨µ̂0, φ0⟩+
∫ t

0
⟨µ̂s, ∂sφs + ∂aφs⟩ds+

∫ t

0
(⟨µ̂s, λ⟩⟨µs, Rφs⟩+ ⟨µs, λ⟩⟨µ̂s, Rφs⟩) ds+Wt(φt),

(2.15)
for any bounded measurable function φ on R+ × R+ ×Θ of class C1 with respect to the first two

variables such that φt ∈ Wmd+2,α
0 and where W is a Gaussian process with covariance function

given by Definition 2.5

We refer to Section 3 for the proof.

2.3.3. SPDE. We assume that µ̂0(da, dθ) = û0(a, θ)daν(dθ). We define the process (ût)t⩾0 belongs

to W−(md+1),α
0 , as the solution of the following SPDE: for any (a, θ) ∈ R+ ×Θ,

∂tût(a, θ) + ∂aût(a, θ) = −F̂(t)γ(a, θ)ut(a, θ)− F(t)γ(a, θ)ût(a, θ)−
√

F(t)γ(a, θ)ut(a, θ)ζt(a, θ)

û(t, 0, θ) =

∫
R+×Θ

[(
F̂(t)ut(a, θ̃) + F(t)ût(a, θ̃)

)
γ(a, θ̃)

+

√
F(t)γ(a, θ̃)ut(a, θ̃)ζt(a, θ̃)

]
K(θ̃, θ)daν(dθ̃) (2.16)

û(0, a, θ) = û0(a, θ)

F̂(t) =

∫
R+×Θ

λ(a, θ)ût(a, θ)daν(dθ),

where ζt is a Gaussian space-time white noise (see [19] for its properties). Note that ζt ∈ W−(md+1),α
0

and for every φ ∈ Wmd+1,α
0 ,

Wt(φ)
(d)
=

∫ t

0

√
⟨µs, λ⟩

∫
R+×Θ

ζs(a, θ)qsφ(a, θ)daν(dθ)ds,

where

qsφ(a, θ) =
√
γ(a, θ)us(a, θ)

∫
Θ

(
φ(0, θ̃)− φ(a, θ)

)
K(θ, θ̃)ν(dθ̃).
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The following Proposition characterizes the solution of signed-measure µ̂ when it has a density.

Proposition 2.7. Given û solution of the system of equation (2.16), for all φ ∈ Wmd+2,α
0 ,

⟨ût, φ⟩ = ⟨û0, φ⟩+
∫ t

0
⟨ût, ∂aφ⟩ds+

∫ t

0
(⟨ûs, λ⟩⟨us, Rφ⟩+ ⟨us, λ⟩⟨ûs, Rφ⟩) ds+Wt(φ). (2.17)

Conversely given µ̂t(da, dθ) = ût(a, θ)daν(dθ), solution of equation (2.15), û is the unique solution
in law of equation (2.16).

Note that when µ̂t(da, dθ) = ût(a, θ)daν(dθ), is a solution of equation (2.15), û satisfies equation
(2.17), and we easily derive that û is a solution of equation (2.16). The sufficient condition follows
by integration.

2.3.4. Link with literature. In this section we show that the FCLT describes in Theorem 2.6
corresponds to the result obtained in [28]. We recall that when there is no memory (K(·, θ̃) = K(θ̃)),
the model describes here corresponds to the model introduced in [9].

We set

Ŝ(t, θ) =

∫
R+×Θ

γ(a, θ̃)K(θ̃, θ)ût(a, θ̃)daν(dθ̃),

the fluctuation of the average susceptibility of the population.
We introduce the following Gaussian process.

Definition 2.8. We set (M0,1,M0,2,M1,M2) a centered Gaussian process with covariance function:
for t, t′ ⩾ 0 and φ,ψ two non-negative measurable functions by,

(1)

Cov
(
M0,1(φ)(t),M0,1(ψ)(t

′)
)
=

Cov

(
φ(a0 + t, θ0) exp

(
−
∫ t

0
F(s)γ(a0 + s, θ0)ds

)
, ψ(a0 + t′, θ0) exp

(
−
∫ t′

0
F(s)γ(a0 + s, θ0)ds

))
(2)

Cov
(
M0,2(φ)(t),M0,2(ψ)(t

′)
)

=

∫
R+×Θ

φ(a+ t, θ)ψ(a+ t′, θ)u0(a, θ) exp

(
−
∫ t∨t′

0
F(r)γ(r + a, θ)dr

)
daν(dθ)

−
∫
R+×Θ

φ(a+t, θ)ψ(a+t′, θ)u0(a, θ) exp

(
−
∫ t

0
F(r)γ(r + a, θ)dr −

∫ t′

0
F(r)γ(r + a, θ)dr

)
daν(dθ).

(3)

Cov
(
M1(φ)(t),M1(ψ)(t

′)
)
=∫

Θ

∫ t∧t′

0
φ(t−s, θ)ψ(t′−s, θ) exp

(
−
∫ t

s
F(r)γ(r − s, θ)dr −

∫ t′

s
F(r)γ(r − s, θ)dr

)
S(s, θ)F(s)dsν(dθ).
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(4)

Cov
(
M2(φ)(t),M2(ψ)(t

′)
)

=

∫
Θ

∫ t∧t′

0
φ(t− a, θ)ψ(t′ − a, θ) exp

(
−
∫ t∨t′

a
F(r)γ(r − a, θ)dr

)
F(a)S(a, θ)daν(dθ)

−
∫
Θ

∫ t∧t′

0
φ(t−a, θ)ψ(t′−a, θ) exp

(
−
∫ t

a
F(r)γ(r − a, θ)dr −

∫ t′

s
F(r)γ(r − a, θ)dr

)
F(a)S(a, θ)daν(dθ).

(5)

Cov(M1(φ)(t),M2(ψ)(t
′)) =

∫
Θ

∫
Θ

∫ t∧t′

0

∫ s

0
φ(t− s, θ)ψ(t′ − a, θ̃)γ(s− a, θ̃)F(s)F(a)S(a, θ̃)

exp

(
−
∫ t

s
F(r)γ(r − s, θ)dr −

∫ t′

a
F(r)γ(r − a, θ̃)dr

)
K(θ̃, θ)dadsν(dθ̃)ν(dθ).

(6) Cov(M1(φ)(t),M0,1(ψ)(t
′)) = Cov(M1(φ)(t),M0,2(ψ)(t

′)) = Cov(M0,1(φ)(t),M0,2(ψ)(t
′)) =

0, Cov(M2(φ)(t),M0,1(ψ)(t
′)) = Cov(M2(φ)(t),M0,2(ψ)(t

′)) = 0.

The expressions of (M0,1,M0,2,M1,M2) are given in Appendix Subsection A.2.
Using the method of characteristics, we easily derive the following expression for the solution.

This proposition shows that Theorem 2.6 is equivalent to establishing the fluctuations for the average
total force of infection and the average susceptibility of the population.

Proposition 2.9. Given û solution of the system of equation (2.16), the pair (F̂, Ŝ) given by (2.8)
and (2.9) respectively, is the unique solution of the following system of integral equations

F̂(t) = −
∫ t

0

∫
R+×Θ

λ(a+ t, θ)γ(a+ s, θ)u0(a, θ) exp

(
−
∫ t

0
F(r)γ(r + a, θ)dr

)
daν(dθ)F̂(s)ds

−
∫
Θ

∫ t

0

∫ t

a
λ(t− a, θ)γ(s− a, θ) exp

(
−
∫ t

a
F(r)γ(r − a, θ)dr

)
F̂(s)F(a)S(a, θ)dsdaν(dθ)

+

∫
Θ

∫ t

0
λ(t− s, θ) exp

(
−
∫ t

s
F(r)γ(r − s, θ)dr

)(
F̂(s)S(s, θ) + F(s)Ŝ(s, θ)

)
dsν(dθ)

+M0,1(λ)(t)−M0,2(λ)(t) +M1(λ)(t)−M2(λ)(t) (2.18)

and

Ŝ(t, θ) = −
∫ t

0

∫
R+×Θ

γ(a+ t, θ̃)γ(a+ s, θ̃)u0(a, θ̃) exp

(
−
∫ t

0
F(r)γ(r + a, θ̃)dr

)
K(θ̃, θ)daν(dθ̃)F̂(s)ds

−
∫
Θ

∫ t

0

∫ t

a
γ(t− a, θ̃)γ(s− a, θ̃) exp

(
−
∫ t

a
F(r)γ(r − a, θ̃)dr

)
F̂(s)F(a)S(a, θ̃)K(θ̃, θ)dsdaν(dθ̃)

+

∫
Θ

∫ t

0
γ(t− s, θ̃) exp

(
−
∫ t

s
F(r)γ(r − s, θ̃)dr

)(
F̂(s)S(s, θ̃) + F(s)Ŝ(s, θ̃)

)
K(θ̃, θ)dsν(dθ̃)

+M0,1(γK(·, θ))(t)−M0,2(γK(·, θ))(t) +M1(γK(·, θ))(t)−M2(γK(·, θ))(t).
(2.19)
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Conversely, given (F̂, Ŝ) solution of the system of equations (2.18)-(2.19),

ût(a, θ) =



û0(a− t, θ) exp
(
−
∫ t
0 F(s)γ(a− t+ s, θ)ds

)
−
∫ t
0 F1(s, a− t+ s, θ) exp

(
−
∫ t
s F(r)γ(r + a− t, θ)dr

)
ds if a > t,

û(t− a, 0, θ) exp
(
−
∫ t
t−a F(s)γ(s− t+ a, θ)ds

)
−
∫ a
0 F1(s+ t− a, s, θ) exp

(
−
∫ t
t+s−a F(r)γ(r + a− t, θ)dr

)
ds if a ⩽ t,

(2.20)
where

F1(t, a, θ) = F̂(t)γ(a, θ)ut(a, θ) +

√
F(t)γ(a, θ)ut(a, θ)ζt(a, θ),

is the unique solution in law of equation (2.16).

The set of equation (2.18)-(2.19) is exactly the set of equation (3.16) − (3.17) in [28, Proposi-

tion 3.10] when K(θ, θ̃) = K(θ̃).

3. Proof of Central Limit Theorem

We easily check that for any test functions f : R+ × R+ × Rd → R+, such that for all θ ∈
Θ, (t, a) 7→ ft(a, θ) = f(t, a, θ) is a continuously differentiable function with respect to its first two
variables, we have

⟨µNt , ft⟩ = ⟨µN0 , f0⟩+
∫ t

0
⟨µNs , ∂afs + ∂sfs⟩ds+

∫ t

0
⟨µNs , λ⟩⟨µNs , Rfs⟩ds

+
1

N

N∑
k=1

∫ t

0

∫
Θ

∫ ∞

0

(
fs(0, θ̃)− fs(a

N
k (s−), θNk (s−))

)
1
F
N
(s−)γN

k (s−)K(θNk (s−),θ̃)⩾z
Qk(dz, dθ̃,ds),

(3.1)

where Qk is the compensated Poisson measure of Qk, and Rf is defined by (2.6). Consequently µ̂N

satisfies the following equation,

⟨µ̂Nt , ft⟩ = ⟨µ̂N0 , f0⟩+
∫ t

0
⟨µ̂Ns , L(fs)⟩ds+

∫ t

0
V N
s (fs)ds+WN

t (ft), (3.2)

where L(ft)(a, θ) = ∂tft(a, θ) + ∂aft(a, θ), and V
N
t (ft) = ⟨µ̂Nt , λ⟩⟨µNt , Rft⟩+ ⟨µt, λ⟩⟨µ̂Nt , Rft⟩, with

Rft(a, θ) =

∫
Θ

(
ft(0, θ̃)− ft(a, θ)

)
γ(a, θ)K(θ, θ̃)ν(dθ̃)

and

WN
t (ft) =

1√
N

N∑
k=1

∫ t

0

∫
Θ

∫ +∞

0

(
fs(0, θ̃)− fs(a

N
k (s−), θNk (s−))

)
1
F
N
(s−)γN

k (s−)K(θNk (s−),θ̃)⩾z
Qk(ds, dθ̃, dz)

(3.3)
The quadratic variation of WN

t (ft) is given by

≪WN ≫t (ft) =

∫ t

0
⟨µNs , λ⟩⟨µNs , R(2)fs⟩ds (3.4)

where

R(2)ft(a, θ) =

∫
Θ

(
ft(0, θ̃)− ft(a, θ)

)2
γ(a, θ)K(θ, θ̃)ν(dθ̃).
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To prove the convergence of Theorem 2.6, we first establish tightness of µ̂N in a suitable Sobolev
space, which implies the existence of a convergent subsequence of µ̂N . Then we show that the limit
of the subsequence does not depend on the choice of the subsequence and conclude using continuous
mapping theorem.

3.1. Tightness. In this section, we will establish tightness of the process µ̂N . To do this, we will
use the Aldous tightness criterion for Hilbert space-valued stochastic process, as introduced in [14,
pages 34− 35] (see Definition A.1 in Appendix). We also refer to [4, page 13]. According to Aldous
criterion, we need some moment inequalities to prove tightness. Therefore, we will first establish
the following preliminary results.

3.1.1. Preliminary results. We first introduce the following two process. For 1 ⩽ k ⩽ N and t ⩾ 0,
let AN

k (t) be the number of times that the k-th individual with trait θNk has been (re-)infected on

the time interval (0, t]. The process AN
k is then define as follows.

AN
k (t) =

∫ t

0

∫
Θ

∫ ∞

0
1
F
N
(s−)γN

k (s−)K(θNk (s−),θ̃)⩾z
Qk(dz,dθ̃,ds).

We consider an i.i.d copy ((ak(t), θk(t)))k⩾1 of the pair (a(t), θ(t)) given by Remark 2.3 using the
same (Qk)k as in (2.2). We then introduce for every k ⩾ 1 and t ⩾ 0, the following process

Ak(t) =

∫ t

0

∫
Θ

∫ ∞

0
1
F(s−)γk(s−)K(θk(s−),θ̃)⩾z

Qk(dz,dθ̃,ds).

In the expression of Ak, we use the same (λ, γ) and (Qk)k as in (2.2). As the family (ak, θk)k⩾0 are
i.i.d, (Ak)k⩾1 are also i.i.d.

Now for each k ⩾ 1, we compare the process AN
k (t) with the process Ak(t).

Lemma 3.1. Under Assumption 2.3, for k ∈ N and T ⩾ 0,

E

[
sup

t∈[0,T ]

∣∣AN
k (t)−Ak(t)

∣∣ ∣∣∣ (ak′0 , θk′0 )
1⩽k′⩽k

]

⩽
∫ T

0

∫
Θ
E
[ ∣∣∣FN

(s−)γNk (s−)K(θNk (s−), θ̃)− F(s−)γk(s
−)K(θk(s

−), θ̃)
∣∣∣ ∣∣∣ (ak′0 , θk′0 )

1⩽k′⩽k

]
ν(dθ̃)ds

=: δN (T )

and

E

[
sup

t∈[0,T ]

∣∣aNk (t)− ak(t)
∣∣ ∣∣∣ (ak′0 , θk′0 )

1⩽k′⩽k

]
⩽ TδN (T ).

Moreover,

δN (T ) ⩽
λ∗√
N
T exp

(
4Tλ∗

∫
Θ
sup
θ∈Θ

K(θ, θ̃)ν(dθ̃)

)
. (3.5)

Proof. The proof follows exactly as in the proof of [9, Lemma 6.2], taking,

λk,AN
k (t)(a

N
k (t)) := λ(aNk (t), θNk (t), and γk,AN

k (t)(a
N
k (t)) := γ(aNk (t), θNk (t).

In [9] the elapsed time since the last infection corresponds to what we define as age of infection.
Similarly, we take

(
λk,Ak(t)(ak(t)), γk,Ak(t)(ak(t))

)
in the same manner.

The main difference is that, in [9] the rate at which the process AN
k jumps, ΥN

k and the rate at
which the process Ak jumps, Υk, do not depend on the parameter θ. The only difference with the
proof in [9, Lemma 6.2] arises from the fact that we use the following inequality∫

Θ

∣∣∣F(s)γ1(s)K(θ1(s), θ̃)− F
N
(s)γN1 (s)K(θN1 (s), θ̃)

∣∣∣ ν(dθ̃) ⩽ 2λ∗

∫
Θ
sup
θ∈Θ

K(θ, θ̃)ν(dθ̃)
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instead of the inequality |Υ1(s)−ΥN
1 (s)| ⩽ λ∗ given in [9, Lemma 6.2]. □

As in [28] we introduce

χ
(k)
N (t, a0, θ0) = P

(
(aNk′(s))s∈[0,t] ̸= (ak′(s))s∈[0,t],∀k′ = 1, · · · , k

∣∣ (ai0, θi0)1⩽i⩽k

)
,

and we deduce the following Proposition for the moments inequality.

Proposition 3.2. Under Assumption 2.3 for all N ⩾ k, and t ∈ [0, T ] there are positive constant
Ck,T independent of (ai0)1⩽i⩽k such that,

χ
(k)
N (t, a0, θ0) ⩽ Ck,TN

−k/2, and E
[
|FN

(t)− F(t)|k
∣∣ (ai0, θi0)1⩽i⩽k

]
⩽ Ck,TN

−k/2.

Proof. The proof follows exactely the same reasoning as in [28, Proposition 5.4]. More precisely, in
the proof of [28, Proposition 5.4], we replace ∆N

k (t) with the following expression

∆N
k (t) :=

∫ t

0

∫
Θ

∫ ∞

0

∣∣∣1F(s−)γ(s−)K(θ(s−),θ̃)⩾z
− 1

F
N
(s−)γN

k (s−)K(θNk (s−),θ̃)⩾z

∣∣∣Qk(dz, dθ̃,ds).

As in the proof of Lemma 3.1, λAN
k (t)(a

N
k (t)) := λ(aNk (t), θNk (t)) and γAN

k (t)(a
N
k (t)) := γ(aNk (t), θNk (t)).

Similarly λAN
k (t)(a

N
k (t)) := λ(aNk (t), θNk (t)) and γAk(t)(ak(t)) := γ(ak(t), θk(t)).

We recall from [9] that ΥN
k is the rate at which process AN

k jumps, while Υk corresponds to the rate

at which the process Ak jumps. Consequently, instead of using the inequality |Υ1(s)−ΥN
1 (s)| ⩽ λ∗,

given in [28, Proposition 5.4], we use∫
Θ

∣∣∣F(s)γ1(s)K(θ1(s), θ̃)− F
N
(s)γN1 (s)K(θN1 (s), θ̃)

∣∣∣ ν(dθ̃) ⩽ 2λ∗

∫
Θ
sup
θ∈Θ

K(θ, θ̃)ν(dθ̃).

Additionally, we also use the fact that∫
Θ

∣∣∣F(s)γ1(s)K(θ1(s), θ̃)− F
N
(s)γN1 (s)K(θN1 (s), θ̃)

∣∣∣ ν(dθ̃)
⩽ |FN

(s)− F(s)|+ λ∗

∫
Θ

∣∣∣γ1(s)K(θ1(s), θ̃)− γN1 (s)K(θN1 (s), θ̃)
∣∣∣ ν(dθ̃)

⩽ |FN
(s)− F(s)|+ 2λ∗

∫
Θ
sup
θ∈Θ

K(θ, θ̃)ν(dθ̃)1aN1 (s) ̸=a1(s) or θN1 (s) ̸=θ1(s)

⩽ |FN
(s)− F(s)|+ 2λ∗

∫
Θ
sup
θ∈Θ

K(θ, θ̃)ν(dθ̃)∆N
1 (s),

instead of the inequality |Υ1(s)−ΥN
1 (s)| ⩽ |FN

(s)−F(s)|+λ∗∆N
1 (s) given in [28, Proposition 5.4]. □

We also establish the following Lemma.

Lemma 3.3. For any α ∈ R+ and x := (a, θ), y = (a′, θ′) ∈ R+ × Θ, the mapping δx and
Dx,y : Wmd,α

0 → R, defined by δx(φ) = φ(x) and Dx,y(φ) = φ(x)− φ(y) are linear continuous. In
particular there exists a deterministic constant C > 0 independent of θ and θ′,{

∥δx∥−(md+1),α ⩽ ∥δx∥−md,α ⩽ C(1 + aα)

∥Dx,y∥−(md+1),α ⩽ ∥Dx,y∥−md,α ⩽ C(1 + (a ∨ a′)α).
(3.6)

Proof. For all φ, we have |Dx,y(φ)| ⩽ |δx(φ)|+ |δy(φ)|. Hence it suffices to show that ∥δx∥−md,α ⩽
C1(1 + aα). We have for x = (a, θ),

|δx(φ)| = |φ(a, θ)| ⩽ ∥φ∥C0,α(1 + aα) ⩽ C∥φ∥md,α(1 + aα),

where we use the fact Wmd,α
0 ↪→ C0,α. □
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3.1.2. Suitable Sobolev space to establish the tightness of µ̂N .

Lemma 3.4. Under Assumption 2.3, for all T ⩾ 0,

sup
N⩾1

sup
0⩽t⩽T

E
[
∥µ̂Nt ∥2−md,α

]
<∞.

Proof. We adapt the proof of [4, Proposition 4.7]. Let (φk)k⩾1 be an orthonormal basis of Wmd,α
0 .

By Parseval’s identity,

∥µ̂Nt ∥2−md,α
=

∞∑
k=1

⟨µ̂Nt , φk⟩2.

We have

⟨µ̂Nt , φk⟩ =
√
N

 1

N

N∑
j=1

φk(a
N
j (t), θNj (t))− E [φk(a1(t), θ1(t))]


:= ΞN

k,1(t) + ΞN
k,2(t), (3.7)

where 
ΞN
k,1(t) =

√
N

 1

N

N∑
j=1

(
φk(a

N
j (t), θNj (t))− φk(aj(t), θj(t))

)
ΞN
k,2(t) =

√
N

 1

N

N∑
j=1

φk(aj(t), θj(t))− E [φk(a1(t), θ1(t))]


Using the independence of the family (aj , θj)j , it follows that,

E

∑
k⩾1

ΞN
k,2(t)

2

 =
1

N

∑
k⩾1

N∑
j=1

E
[
(φk(aj(t), θj(t))− E [φk(a1(t), θ1(t))])

2
]

=
∑
k⩾1

E
[
(φk(a1(t), θ1(t))− E [φk(a1(t), θ1(t))])

2
]

⩽
∑
k⩾1

E
[
(φk(a1(t), θ1(t)))

2
]

=
∑
k⩾1

E
[
⟨δ(a1(t),θ1(t)), φk⟩2

]
= E

[
∥δ(a1(t),θ1(t))∥

2
−md,α

]
⩽ C2E

[(
1 + (a10 + T )α

)2]
⩽ 22αC2(1 + E[a2α0 ] + T 2α) <∞,

where line six follows from Lemma 3.3 and the fact that a1(t) ⩽ a10 + T, while the last line follows
from convexity and Assumption 2.3.

Consequently

sup
N⩾1

sup
0⩽t⩽T

E

∑
k⩾1

ΞN
k,2(t)

2

 <∞. (3.8)
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On the other hand, by exchangeability we have

E

∑
k⩾1

(
ΞN
k,1(t)

)2 =
1

N

∑
k⩾1

E

 N∑
j=1

(
φk(a

N
j (t), θNj (t))− φk(aj(t), θj(t))

)2
=
∑
k⩾1

E
[(
φk(a

N
1 (t), θN1 (t))− φk(a1(t), θ1(t))

)2]
+ (N − 1)

∑
k⩾1

E
[(
φk(a

N
1 (t), θN1 (t))− φk(a1(t), θ1(t))

) (
φk(a

N
2 (t), θN2 (t))− φk(a2(t), θ2(t))

)]
.

(3.9)

In what follows, we use the notation D introduced in Lemma 3.3.
Since aNi (t), ai(t) are upper bounded by ai0 + t and θNi (t), θi(t) ∈ Θ,

(N − 1)
∑
k⩾1

E
[(
φk(a

N
1 (t), θN1 (t))− φk(a1(t), θ1(t))

) (
φk(a

N
2 (t), θN2 (t))− φk(a2(t), θ2(t))

)]

⩽ (N − 1)E

1{(aN
k′ (t)̸=(ak′ (t)), k

′=1,2} sup
x,y⩽a10∨a20+T,θ,θ′∈Θ

∑
k⩾1

∣∣φk(x, θ)− φk(y, θ
′)
∣∣2

= (N − 1)E

[
1{(aN

k′ (t)̸=(ak′ (t)), k
′=1,2} sup

x,y⩽a10∨a20+T,θ,θ′∈Θ

∥∥D(x,θ),(y,θ′)

∥∥2
−md,α

]
⩽ 22αC2(N − 1)E

[
1{(aN

k′ (t)̸=(ak′ (t)), k
′=1,2}

(
1 + (a10 ∨ a20)2α + T 2α

)]
= 22αC2(N − 1)E

[
χ
(2)
N (t, a0, θ0)

(
1 + (a10 ∨ a20)2α + T 2α

)]
⩽ 24α−1C2C2,T (1 + 2E

[
a2α0
]
+ T 2α) <∞,

(3.10)

where the second equality follows from the fact that (φk)k is an orthogonal basis of Wmd,α
0 , and

while the next equality from Lemma 3.3. The last line follows from Proposition 3.2, convexity and
Assumption 2.3.

Using again the fact that (φk)k is an orthonormal basis of Wmd,α
0 , Lemma 3.3 and Assumption 2.3,

we have∑
k⩾1

E
[(
φk(a

N
1 (t), θN1 (t))− φk(a1(t), θ1(t))

)2]
= E

∑
k⩾1

⟨D(aN1 (t),θN1 (t)),(a1(t),θ1(t))
, φk⟩2


= E

[
∥D(aN1 (t),θN1 (t)),(a1(t),θ1(t))

∥2−md,α

]
⩽ 24α−1C2

(
1 + E[a2α0 ] + T 2α

)
<∞. (3.11)

Consequently from (3.9) ,(3.10) and (3.11) it follows that,

sup
N⩾1

sup
0⩽t⩽T

E

∑
k⩾1

ΞN
k,1(t)

2

 <∞. (3.12)

As a result from (3.7), (3.8) and (3.12) it follows that,

sup
N⩾1

sup
0⩽t⩽T

E
[
∥µ̂N∥2−md,α

]
⩽ 2

sup
N⩾1

sup
0⩽t⩽T

E

∑
k⩾1

ΞN
k,1(t)

2

+ sup
N⩾1

sup
0⩽t⩽T

E

∑
k⩾1

ΞN
k,2(t)

2

 <∞.

□
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Lemma 3.4 implies that for α > 1
2 , we have µ̂N ∈ W−md,α

0 . We will use this Sobolev space in
what follows to establish tightness.

3.1.3. Proof of tightness. We will first shown that the moments of the supremum of the process
(WN ) and (V N ) are well defined in suitable Sobolev spaces. Then we will deduce their tightness as
well (µ̂N ).

Lemma 3.5. Under Assumption 2.1, Assumption 2.2 and Assumption 2.3, (WN
t )t is a martingale

with paths in D(R+,W−md,α
0 ) almost surely. Moreover, for all T ⩾ 0,

sup
N

E
[
sup

0⩽t⩽T
∥WN

t ∥2−md,α

]
<∞. (3.13)

Proof. We adapt the proof of [4, Proposition 4.7]. We recall (3.3)

WN
t (ft) =

1√
N

N∑
k=1

∫ t

0

∫
Θ

∫ +∞

0

(
fs(0, θ̃)− fs(a

N
k (s−), θNk (s−))

)
1
F
N
(s−)γN

k (s−)K(θNk (s−),θ̃)⩾z
Qk(ds, dθ̃, dz)

We start to proof (3.13). Let (φk)k⩾1 be an orthonormal basis of Wmd,α
0 . By Parseval’s identity

∥WN
t ∥2−md,α

=
∑
k⩾1

(
WN

t (φk)
)2
.

Using the fact that for all k ⩾ 1, (WN
t (φk))t is a martingale, from Doob’s Maximal inequality,

orthogonality of (Qk)k and exchangeability, from Assumption 2.1, it follows that,

E
[
sup

0⩽t⩽T
∥WN

t ∥2−md,α

]
=
∑
k⩾1

E
[
sup

0⩽t⩽T

(
WN

t (φk)
)2]

⩽ 4
∑
k⩾1

E
[(
WN

T (φk)
)2]

= 4
∑
k⩾1

∫ T

0

∫
Θ
E
[(
φk(0, θ̃)− φk(a1(s), θ1(s))

)2
F
N
(s)γN1 (s)K(θN1 (s), θ̃)

]
ν(dθ̃)ds

⩽ 4λ∗

∫ T

0

∫
Θ
E
[
∥D

(0,θ̃),(a1(s),θ1(s))
∥2−md,α

K(θN1 (s), θ̃)
]
ν(dθ̃)ds

⩽ 4C2λ∗

∫ T

0

∫
Θ
E
[(
1 + (a10 + T )α

)2
K(θN1 (s), θ̃)

]
ν(dθ̃)ds

⩽ 22α+2C2λ∗T (1 + E[a2α0 ] + T 2α) <∞,

where the last two lines follows from Lemma 3.3, Assumption 2.2 and Assumption 2.3. This conclude
(3.13).

The integrability of WN
t in W−md,α

0 follows from (3.13). Gathering this with the fact that for

all k ⩾ 1, (WN
t (φk))t is a martingale, it follows that (WN

t )t is a W−md,α
0 -valued martingale. To

conclude it remains to show that (WN
t )t is cadlag. This follows from inequality (3.13) and the fact

that (WN
t (φk))t is cadlag, see proof’s of [4, Proposition 4.7] for more details. □

We will use the following Lemma to control the moments of the process (V N
t )t in Lemma 3.7.

Lemma 3.6. Under Assumption 2.3 and let (φk)k be an orthonormal basis of Wmd,α
0 . Then,

sup
N⩾1

sup
0⩽t⩽T

E

∑
k⩾1

⟨µ̂Nt , Rφk⟩2
 <∞. (3.14)
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Proof. We recall (2.6),

Rf(a, θ) =

∫
Θ

(
f(0, θ̃)− f(a, θ)

)
γ(a, θ)K(θ, θ̃)ν(dθ̃).

We have

⟨µ̂Nt , Rφk⟩ =
√
N

 1

N

N∑
j=1

Rφk(a
N
j (t), θNj (t))− E [Rφk(a1(t), θ1(t))]


:= ΞN

k,3(t) + ΞN
k,4(t), (3.15)

where 
ΞN
k,3(t) =

√
N

 1

N

N∑
j=1

(
Rφk(a

N
j (t), θNj (t))−Rφk(aj(t), θj(t))

)
ΞN
k,4(t) =

√
N

 1

N

N∑
j=1

Rφk(aj(t), θj(t))− E [Rφk(a1(t), θ1(t))]


We recall Using the independence of the family (aj , θj)j , γ ⩽ 1 (Assumption 2.1) and Fubini

Theorem’s with respect to measure K(·, θ̃)ν(dθ̃) (Assumption 2.2), it follows that,

E

∑
k⩾1

ΞN
k,4(t)

2

 =
1

N

∑
k⩾1

N∑
j=1

E
[
(Rφk(aj(t), θj(t))− E [Rφk(a1(t), θ1(t))])

2
]

=
∑
k⩾1

E
[
(Rφk(a1(t), θ1(t))− E [Rφk(a1(t), θ1(t))])

2
]

⩽
∑
k⩾1

E
[
(Rφk(a1(t), θ1(t)))

2
]

⩽
∑
k⩾1

E
[∫

Θ

(
φk(0, θ̃)− φk(a1(t), θ1(t))

)2
K(θ1(t), θ̃)ν(dθ̃)

]
=

∫
Θ
E
[
∥D

(0,θ̃),(a1(t),θ1(t))
∥2−md,α

K(θ1(t), θ̃)
]
ν(dθ̃)

⩽ 22αC2
(
1 + E[a2α0 ] + T 2α

)
,

where the last line follows from Lemma 3.3 and Assumption 2.2.
Consequently from Assumption 2.3

sup
N⩾1

sup
0⩽t⩽T

E

∑
k⩾1

ΞN
k,4(t)

2

 <∞. (3.16)



FUNCTIONAL CENTRAL LIMIT FOR EPIDEMIC MODEL WITH MEMORY 17

On the other hand, by exchangeability we have

E

∑
k⩾1

(
ΞN
k,3(t)

)2 =
1

N

∑
k⩾1

E

 N∑
j=1

(
Rφk(a

N
j (t), θNj (t))−Rφk(aj(t), θj(t))

)2
=
∑
k⩾1

E
[(
Rφk(a

N
1 (t), θN1 (t))−Rφk(a1(t), θ1(t))

)2]
+ (N − 1)

∑
k⩾1

E
[(
Rφk(a

N
1 (t), θN1 (t))−Rφk(a1(t), θ1(t))

) (
Rφk(a

N
2 (t), θN2 (t))−Rφk(a2(t), θ2(t))

)]
.

(3.17)

Since aNi (t), ai(t) are upper bounded by ai0 + t and θNi (t), θi(t) ∈ Θ and as in (3.10),

(N − 1)
∑
k⩾1

E
[(
Rφk(a

N
1 (t), θN1 (t))−Rφk(a1(t), θ1(t))

) (
Rφk(a

N
2 (t), θN2 (t))−Rφk(a2(t), θ2(t))

)]

⩽ (N − 1)E

1aNi (t)̸=ai(t),i=1,2 sup
x,y⩽a10∨a20+T,θ,θ′∈Θ

∑
k⩾1

∣∣Rφk(x, θ)−Rφk(y, θ
′)
∣∣2

⩽ C2,TE

 sup
x,y⩽a10∨a20+T,θ,θ′∈Θ

∑
k⩾1

∣∣Rφk(x, θ)−Rφk(y, θ
′)
∣∣2

⩽ 2C2,TE

 sup
x⩽a10∨a20+T,θ∈Θ

∑
k⩾1

(Rφk(x, θ))
2


⩽ 2C2,TE

[
sup

x⩽a10∨a20+T,θ∈Θ

∫
Θ
∥D

(0,θ̃),(x,θ)
∥2−md,α

K(θ, θ̃)ν(dθ̃)

]
⩽ 24αC2,TC

2
(
1 + 2E[a2α0 ] + T 2α

)
,

(3.18)

where the second inequality follows from Proposition 3.2 and the last two lines from the fact that
(φk)k is an orthonormal basis of Wmd,α

0 and from Lemma 3.3 and Assumption 2.2.
As in (3.18) we have,∑
k⩾1

E
[(
Rφk(a

N
1 (t), θN1 (t))−Rφk(a1(t), θ1(t))

)2]

= E

1aN1 (t)̸=a1(t)
sup

x,y⩽a10+T,θ,θ′∈Θ

∑
k⩾1

∣∣Rφk(x, θ)−Rφk(y, θ
′)
∣∣2

⩽
22αC2

√
N

C1,T

(
1 + E[a2α0 ] + T 2α

)
.

(3.19)

Consequently from (3.17) ,(3.18), (3.19) and Assumption 2.3, it follows that,

sup
N⩾1

sup
0⩽t⩽T

E

∑
k⩾1

ΞN
k,3(t)

2

 <∞. (3.20)

From (3.15), (3.16) and (3.20) we deduce (3.14).
□
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Lemma 3.7. Under Assumption 2.1, Assumption 2.2 and Assumption 2.3, for all T ⩾ 0, and
α > 1

2 ,

sup
N

sup
0⩽t⩽T

E
[
∥V N

t ∥2−md,α

]
<∞. (3.21)

Proof. Let (φk)k⩾1 be an orthonormal basis of Wmd,α
0 . By Parseval’s identity

∥V N
t ∥2−md,α

=
∑
k⩾1

(
V N
t (φk)

)2
⩽ 2

∑
k⩾1

(
⟨µ̂Nt , λ⟩2⟨µNt , Rφk⟩2 + ⟨µt, λ⟩2⟨µ̂Nt , Rφk⟩2

)

⩽ 2⟨µ̂Nt , λ⟩2
∑
k⩾1

 1

N

N∑
j=1

Rφk(a
N
j (t), θNj (t))2

+ 2⟨µt, λ⟩2
∑
k⩾1

⟨µ̂Nt , Rφk⟩2.

As ⟨µt, λ⟩ ⩽ λ∗, from Lemma 3.6,

sup
N⩾1

sup
0⩽t⩽T

E

⟨µt, λ⟩2∑
k⩾1

⟨µ̂Nt , Rφk⟩2
 <∞.

To conclude, it remains to show that

sup
N⩾1

sup
0⩽t⩽T

E

⟨µ̂Nt , λ⟩2∑
k⩾1

 1

N

N∑
j=1

Rφk(a
N
j (t), θNj (t))2

 <∞. (3.22)

As the family (aj(t), θj(t))j are exchangeable, from the expression of Rφk and the fact that γ ⩽ 1

(Assumption 2.1) and
∫
ΘK(·, θ̃)ν(dθ̃) = 1 (Assumption 2.2), it follows that

E

⟨µ̂Nt , λ⟩2∑
k⩾1

 1

N

N∑
j=1

Rφk(a
N
j (t), θNj (t))2


= E

⟨µ̂Nt , λ⟩2∑
k⩾1

Rφk(a
N
1 (t), θN1 (t))2


⩽ E

⟨µ̂Nt , λ⟩2 sup
y⩽a10+T,θ,θ′∈Θ

∑
k⩾1

∣∣φk(0, θ)− φk(y, θ
′)
∣∣2

= E

[
⟨µ̂Nt , λ⟩2 sup

y⩽a10+T,θ,θ′∈Θ

∥∥D(0,θ),(y,θ′)

∥∥2
−md,α

]
⩽ 22αC2E

[
⟨µ̂Nt , λ⟩2(1 + a2α0 + T 2α)

]
= 22αC2E

[
(1 + a2α0 + T 2α)E

[
⟨µ̂Nt , λ⟩2

∣∣a0]]
⩽ 22αC2C2,T (1 + E[a2α0 ] + T 2α),

where the last lines follow from Lemma 3.3 and Proposition 3.2 given that ⟨µ̂Nt , λ⟩ =
√
N
(
F
N
(t)− F(t)

)
.

This concludes (3.22). □

Remark 3.8. Note that for φ ∈ Wmd+1,α
0 , ∥L(φ)∥md,α = ∥∂aφ∥md,α ⩽ ∥φ∥md+1,α. This implies

that for all ϕ ∈ W−(md+1),α
0 , ∥L∗(ϕ)∥−(md+1),α ⩽ ∥ϕ∥−md,α, where L

∗ is the adjoint operator of L.
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Indeed,
∥L∗(ϕ)∥−(md+1),α ⩽ ∥ϕ∥−md,α sup

∥φ∥md+1,α=1
∥L(φ)∥md,α ⩽ ∥ϕ∥−md,α.

We may consider the following decomposition in Wmd+1,α
0 ,

µ̂Nt = µ̂N0 +

∫ t

0
L∗(µ̂Ns )ds+

∫ t

0
V N
s ds+WN

t . (3.23)

Proposition 3.9. Under Assumption 2.1, Assumption 2.2 and Assumption 2.3, for every α > 1
2 ,

the sequence of the laws of (WN )N is tight in the space D(R+,W−md,α
0 ) and (µ̂N )N in the space

D(R+,W−(md+1),α
0 ).

Proof. (WN )N is tight if and only if Tr(≪ WN ≫) is tight, where Tr(≪ WN ≫) is the trace of
≪WN ≫ given by (3.4) (see [14, page 40]).

We have

Tr(≪WN ≫)t =
∑
k⩾1

∫ t

0
⟨µNs , λ⟩⟨µNs , R(2)φk⟩ds.

However for r ⩽ T, as γ ⩽ 1, from Lemma 3.3, we have,∑
k⩾1

⟨µNr , R(2)φk⟩ =
1

N

∑
k⩾1

N∑
j=1

R(2)φk(a
N
j (r), θNj (r))

=
1

N

∑
k⩾1

N∑
j=1

∫
Θ

(
φk(0, θ̃)− φk(a

N
j (r), θNj (r))

)2
γ(aNj (r), θNj (r))K(θNj (r), θ̃)ν(dθ̃)

⩽
1

N

N∑
j=1

∫
Θ
∥D

(0,θ̃),(aNj (r),θNj (r))
∥2−md,α

K(θNj (r), θ̃)ν(dθ̃)

⩽ 22αC2

1 +
1

N

N∑
j=1

(aj0)
2α + T 2α

 .

Consequently for all stopping time (τN ) such that τN ⩽ T, 0 ⩽ δ ⩽ δ′,

∣∣Tr(≪WN ≫)τN+δ − Tr(≪WN ≫)τN
∣∣ =

∣∣∣∣∣∣
∫ τN+δ

τN
⟨µNr , λ⟩

∑
k⩾1

⟨µNr , R(2)φk⟩dr

∣∣∣∣∣∣
⩽ 22αλ∗δ

′C2

1 +
1

N

N∑
j=1

(aj0)
2α + T 2α


where the last line follows from the fact that ⟨µNr , λ⟩ ⩽ λ∗.

Therefore

sup
N

sup
δ⩽δ′

E
[∣∣Tr(≪WN ≫)τN+δ − Tr(≪WN ≫)τN

∣∣] ⩽ 22αλ∗δ
′C2(1 + E[a2α0 ] + T 2α). (3.24)

Gathering (3.13) with (3.24) it follows that the sequence of the laws of (WN )N is tight in

D(R+,W−md,α
0 ) according to Definition A.1.

On the other hand, to prove the tightness of (µ̂N )N , as (WN )N is tight, from (3.23) it remains to

prove that
∫ t
0 L

∗(µ̂Ns )ds+
∫ t
0 V

N
s ds is tight.
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Indeed, we have∥∥∥∥∥
∫ τN+δ

τN

[
L∗(µ̂Ns ) + V N

s

]
ds

∥∥∥∥∥
2

−(md+1),α

⩽ 2δ

∫ τN+δ

τN

(
∥L∗(µ̂Ns )∥2−(md+1),α + ∥V N

s ∥2−(md+1),α

)
ds

⩽ 2δ′
∫ T+δ′

0

(
∥µ̂Ns ∥2−md,α

+ ∥V N
s ∥2−(md+1),α

)
ds,

where the last line follows from Remark 3.8.
Hence from Lemma 3.4, and Lemma 3.7, it follows that,

sup
N

sup
δ⩽δ′

E

∥∥∥∥∥
∫ τN+δ

τN

[
L∗(µ̂Ns ) + V N

s

]
ds

∥∥∥∥∥
2

−(md+1),α

 < Cδ′(T + δ′).

This concludes the proof. □

3.2. Characterization of the Limit of the subsequences.

Lemma 3.10. Under Assumption 2.1, Assumption 2.2 and Assumption 2.3, the integrals
∫ t
0 L

∗(µ̂Ns )ds

and
∫ t
0 V

N
s ds are almost surely well defined as Bochner integrals in W−(md+1),α

0 for any α > 1
2 . In

particular, the functions t 7→
∫ t
0 L

∗(µ̂Ns )ds and t 7→
∫ t
0 V

N
s ds are almost surely strongly continuous

in W−(md+1),α
0 .

Proof. We adapt the proof of [4, Lemma 4.9]. Since W−(md+1),α
0 is separable, it suffices to verify

that (see Yosida [26, Theorem 1, page 133] ):

• For every φ ∈ Wmd+1,α
0 , the functions t 7→ ⟨L∗µ̂Nt , φ⟩ = ⟨µ̂Nt , L(φ)⟩ and t 7→ V N

t (φ) are
measurable.

• The integrals
∫ t
0 ∥L

∗(µ̂Ns )∥−(md+1),αds and
∫ t
0 ∥V

N
s ∥−(md+1),αds are finite almost surely.

The proof for the first integral follows from Remark 3.8, and Lemma 3.4 and for the second integral
from Lemma 3.7. □

We will use the following Corollary to characterize the space of the limits of the subsequences.

Corollary 3.11. Under Assumption 2.1, Assumption 2.2 and Assumption 2.3, for all T ⩾ 0, and
α > 1

2 ,

sup
N

E
[
sup

0⩽t⩽T
∥µ̂Nt ∥2−(md+1),α

]
<∞, (3.25)

and t 7→ µ̂Nt belongs to D(R+,W−(md+1),α
0 ).

Proof. From (3.23) by convexity we have,

sup
0⩽t⩽T

∥µ̂Nt ∥2−(md+1),α ⩽ 4∥µ̂N0 ∥2−(md+1),α + 4T

∫ T

0
∥L∗(µ̂Ns )∥2−(md+1),αds

+ 4T

∫ T

0
∥V N

s )∥2−(md+1),αds+ 4 sup
0⩽t⩽T

∥WN
t ∥2−(md+1),α.

As a result from Lemma 3.4, Remark 3.8, Lemma 3.7 and Lemma 3.5, we deduce (3.25).
The fact that µ̂Nt is cadlag follows from the continuity of the integral in Lemma 3.10 and the fact

that WN
t is cadlag in Lemma 3.5. □

The following Proposition states that all the limits of any converging subsequence, of (WN )N

belong to W−md,α
0 and are continuous, while those for (µ̂N )N to W−(md+1),α

0 are continuous.
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Proposition 3.12. For α > 1
2 , every limit W̃ of the sequence (WN )N in D(R+,W−md,α

0 ) and µ̃ of

the sequence (µ̂N )N in D(R+,W−(md+1),α
0 ) satisfies

E
[
sup

0⩽t⩽T
∥W̃t∥2−md,α

]
<∞ and E

[
sup

0⩽t⩽T
∥µ̃t∥2−(md+1),α

]
<∞. (3.26)

Moreover, the limit laws are continuous.

Proof. From [2, Theorem 13.4] it suffices to prove that, for all T ⩾ 0, the maximal jump size of WN

and µ̂N on [0, T ] converge to 0 almost surely. So the result follows from the following inequality

sup
φ∈C∞

c , ∥φ∥md+1,α=1
|⟨µ̂Nt , φ⟩ − ⟨µ̂Nt− , φ⟩| = sup

φ∈C∞
c , ∥φ∥md,α

=1
|WN

t (φ)−WN
t−(φ)| ⩽

C√
N
,

where we use the fact that, as α > 1
2 , from (2.13), Cmd

b ⊂ Wmd,α
0 .

Consequently

sup
0⩽t⩽T

∥µ̂Nt − µ̂Nt−∥−(md+1),α = sup
0⩽t⩽T

∥WN
t −WN

t−∥−md,α ⩽
C√
N
.

Inequality (3.26) follows from Corollary 3.11 and Lemma 3.5 combining with the fact that

the mapping g 7→ sup0⩽t⩽T ∥gt∥k,α from D(R+,W−k,α
0 ) to R+ is continuous at every point in

C(R+,W−k,α
0 ). □

Proposition 3.13. Under Assumption 2.1, Assumption 2.2 and Assumption 2.3, for any α > 1
2 ,

The sequence (WN )N converges in law in C(R+,W−(md+1),α
0 ) toward a centered continuous Gaussian

process W given by Definition 2.5.

Proof. As (WN )N is C-tight in D(R+,W−(md+1),α
0 ), we can extract a subsequence denoted again

(WN )N that converges to W̃ in C(R+,W−(md+1),α
0 ). It is easy to check that W̃ is martingale (see

for example [25, Proposition 4.5.1]). From Proposition 3.12, W̃ is a square integrable martingale

such that for φ ∈ Wmd+1,α
0 ,

lim
N→∞

≪WN ≫t (φ) =≪ W̃ ≫t (φ),

where we recall that ≪WN ≫ is given by the following expression in (3.4).

≪WN ≫t (φ) =

∫ t

0
⟨µNs , λ⟩⟨µNs , R(2)φ⟩ds.

We set for g ∈ D(R+;P(R+ ×Θ)),

Hφ(g)(t) =

∫ t

0
⟨gs, λ⟩⟨gs, R(2)φ⟩ds.

Noting that, for α > 1
2 , from (2.13), Cmd+1

b ⊂ Wmd+1,α
0 . Consequently, from expression of R(2)φ in

(3.4) and Assumption 2.1, it follows that, there exists C > 0, for all (a, θ) ∈ R+ ×Θ,

|R(2)φ(a, θ)| ⩽
∫
Θ

(
φ(0, θ̃)− φ(a, θ)

)2
K(θ, θ̃)ν(dθ̃)

⩽ 2∥φ∥Cmd+1

b

⩽ 2C2∥φ∥2md+1,α

where the last line follows from Assumption 2.2.
As a result, it is easy to check that,

sup
0⩽t⩽T

|Hφ(g
1)(t)−Hφ(g

2)(t)| ⩽ 4TC2λ∗∥φ∥2md+1,α sup
0⩽t⩽T

∥g1t − g2t ∥TV .
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So from continuous mapping theorem and Theorem 2.1 it follows that Hφ(µ
N ) → Hφ(µ) as N → ∞.

So W̃ is a continuous square integrable martingale with a deterministic Doob-Meyer process, so
it is characterised as the Gaussian process with covariance given by (2.14) and the uniqueness
follows. □

Proposition 3.14. Under Assumption 2.1, Assumption 2.2 and Assumption 2.3, Given W a
centered Gaussian process given by Definition 2.5, the following equation, for α > 1

2 and any

φ ∈ Wmd+2,α
0

⟨µ̂t, φ⟩ = ⟨µ̂0, φ⟩+
∫ t

0
⟨µ̂s, L(φ)⟩ds+

∫ t

0
(⟨µ̂s, λ⟩⟨µs, Rφ⟩+ ⟨µs, λ⟩⟨µ̂s, Rφ⟩) ds+Wt(φ), (3.27)

has at most one solution µ̂ ∈ C(R+,W−(md+1),α
0 ).

Proof. For φ ∈ Wmd+2,α
0 , We define

∀t ∈ R+, ∀s ∈ [0, t], ∀(a, θ) ∈ R+ ×Θ, f(s, a, θ) = φ(a− (s− t), θ).

It is easy to check that, f is the unique solution of the following parametric transport equation{
∂sfs(a, θ) + ∂afs(a, θ) = 0 ∀s ∈ [0, t]

f(t, a, θ) = φ(a, θ).

Therefore from (2.15),

⟨µ̂t, φ⟩ = ⟨µ̂0, φt⟩+
∫ t

0
(⟨µ̂s, λ⟩⟨µs, Rφt−s⟩+ ⟨µs, λ⟩⟨µ̂s, Rφt−s⟩) ds+Wt(φ),

where φs(a, θ) = φ(a+ s, θ).

Let µ̂1 and µ̂1 two solutions of equation (2.15) in C(R+,W−(md+1),α
0 ). Consequently,

⟨µ̂1t − µ̂2t , φ⟩ =
∫ t

0

(
⟨µ̂1s − µ̂2s, λ⟩⟨µs, Rφt−s⟩+ ⟨µs, λ⟩⟨µ̂1s − µ̂2s, Rφt−s⟩

)
ds, (3.28)

We recall that

Rφ(a, θ) =

∫
Θ

(
φ(0, θ̃)− φ(a, θ)

)
γ(a, θ)K(θ, θ̃)ν(dθ̃).

Note that as α > 1
2 , from (2.13), Cmd+2

b ⊂ Wmd+2,α
0 . For φ ∈ Cmd+2

b , as γ ⩽ 1 (Assumption 2.1), we
have for all (a, θ) ∈ R+ ×Θ,

|Rφt−s(a, θ)| ⩽
∫
Θ

∣∣∣φt−s(0, θ̃)− φt−s(a, θ)
∣∣∣ γ(a, θ)K(θ, θ̃)ν(dθ̃)

⩽ 2∥φ∥Cmd+2

b

,

where the last line follows from Assumption 2.2.
As a result, as α > 1

2 , from (2.13), there exists C > 0 such that,

∥Rφt−s∥md+2,α ⩽ 2C∥φ∥md+2,α and ∥λRφt−s∥md+2,α ⩽ 2Cλ∗∥φ∥md+2,α. (3.29)

Note that as Cmd+2
b is dense in Wmd+2,α

0 , inequality (3.29) holds on Wmd+2,α
0 .

Therefore from (3.28) and the fact that ⟨us, λ⟩ ⩽ λ∗, it follows that,

∥µ̂1t − µ̂2t ∥−(md+2),α ⩽ 4Cλ∗

∫ t

0
∥µ̂1s − µ̂2s∥−(md+2),αds.

Then the result follows from Gronwall’s Lemma. □

Remark 3.15. Note that ∂aφ appearing in (3.2) and (3.27) reduces the regularity of the test

functions by 1. So if we consider φ ∈ Wmd+1,α
0 we mut consider µ̂Nt ∈ W−md,α

0 when dealing with

this term
∫ t
0 ⟨µ̂

N
s , ∂aφ⟩ds. Moreover µ̂Nt is not tight in W−md,α

0 , so we will consider φ ∈ Wmd+2,α
0 .
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3.3. Proof of Theorem 2.6. From Proposition 3.9, (µ̂N )N is C-tight in D(R+,W−(md+1),α
0 ),

hence we can extract a subsequence denoted again (µ̂N )N that converges to µ̃ in C(R+,W−(md+1),α
0 ).

Moreover as µ̂N satisfies (3.2) from Proposition 3.13 and continuous mapping theorem’s it follows
that µ̃ satisfies (3.27). Uniqueness follows from Proposition 3.14. This concludes the proof.
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Appendix A.

A.1. Definition of tightness.

Definition A.1. Let H be a separable Hilbert space. A sequence of stochastic process (XN )N ∈
D(R+, H) is tight if the following conditions hold:

• For all t ⩾ 0 and ϵ > 0 there exists a compact K such that,

sup
N

P(XN
t /∈ K) ⩽ ϵ. (A.1)

• for all ϵ1 > 0, ϵ2 > 0, and T > 0, there exist δ′ > 0 and an integer N0 such that for all
stopping time τN ⩽ T,

sup
N⩾N0

sup
δ⩽δ′

P
(
∥XN

τN+δ −XN
τN

∥H ⩾ ϵ1
)
⩽ ϵ2. (A.2)

Note that the following condition implies condition (A.1): There exists a Hilbert space H0 such
that H0 ↪→K H and for all t ⩾ 0,

sup
N

E
[
∥XN

t ∥2H0

]
<∞,

where the notation ↪→K means that the injection is compact.

A.2. Explicit expression of the random variable (M0,1,M0,2,M1,M2). To obtain their ex-
pressions, it suffices to compute ⟨ût, φ⟩. More precisely, by replacing ût by the expression (2.20) in
⟨ût, φ⟩, we easily obtain the following expression,

(1) M0,1(φ)(t) :=
∫
R+×Θ φ(a+ t, θ)û0(a, θ) exp

(
−
∫ t
0 F(s)γ(a+ s, θ)ds

)
daν(dθ)

(2)

M0,2(φ)(t) :=

∫
R+×Θ

φ(a+ t, θ)

∫ t

0

√
F(s)γ(a+ s, θ)u0(a, θ)ζs(a+ s, θ)

× exp

(
−
∫ t

s
F(r)γ(r + a, θ)dr − 1

2

∫ s

0
F(r)γ(r + a, θ)dr

)
dsdaν(dθ)

(3)

M1(φ)(t) :=

∫
Θ

∫ t

0
φ(t− s, θ)

∫
R+×Θ

√
F(s)γ(a, θ̃)us(a, θ̃)ζs(a, θ̃)K(θ̃, θ)daν(dθ̃)

exp

(
−
∫ t

s
F(r)γ(r − s, θ)dr

)
dsν(dθ)

(4)

M2(φ)(t) :=

∫
Θ

∫ t

0
φ(t− a, θ)

∫ t

a

√
F(s)F(a)S(a, θ)γ(s− a, θ)ζs(s− a, θ)

exp

(
−
∫ t

s
F(r)γ(r − a, θ)dr − 1

2

∫ s

a
F(r)γ(r − a, θ)dr

)
dsdaν(dθ).
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